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How to Model the Diffusion of Social 
Influence in Networks? 
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Compartmental Models in Epidemiology 

•  The SIR model, which is proposed by Kermack and 
McKendrick in the early 1900s. 

•  The model predicts infectious diseases 

•  Transition rates: 
 

S(t) : susceptible individuals at time t; 

I(t) : infected individuals at time t; 

R(t) : recovered individuals at t； 

     : the contact rate; 

     :  rate of recovery. 
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Independent Cascade Model 
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•  Each edge is associated with a probability pij 
•  At first time stamp, some nodes become active while others are left inactive. 
•  Once a node i becomes active, it has a single chance to activate each of its inactive 

neighbor j with the associated probability. 
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Linear Threshold Model 
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•  Each edge is associated with a weight wij, s.t. Σwij≤1 
•  For each node i, assign a random threshold θi ~U[0, 1] 
•  At first time stamp, some nodes become active while others are left inactive. 
•  A node i becomes active when its weighted active neighbors exceed the threshold  
    Σj  Awij≥θi ∈
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Linear Threshold Model 
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•  Each edge is associated with a weight wij, s.t. Σwij≤1 
•  For each node i, assign a random threshold θi ~U[0, 1] 
•  At first time stamp, some nodes become active while others are left inactive. 
•  A node i becomes active when its weighted active neighbors exceed the threshold  
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Linear Threshold Model 
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•  Each edge is associated with a weight wij, s.t. Σwij≤1 
•  For each node i, assign a random threshold θi ~U[0, 1] 
•  At first time stamp, some nodes become active while others are left inactive. 
•  A node i becomes active when its weighted active neighbors exceed the threshold  
    Σj  Awij≥θi ∈
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Influence Maximization 
•  Initially targeting a few “influential” seeds, to trigger a 

maximal number of individuals to adopt the opinions/
products through friend recommendation. 
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D. Kempe, J. Kleinberg, and É. Tardos. Maximizing the spread of influence through a social network. In 
KDD’03, pages 137–146, 2003 
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Influence Maximization 
•  Influence spread F(S) 

–  S is the initial set of activated nodes, i.e., “seed set” 
–  Defined as the expected number of active nodes in the end 

•  Objective 
–  For a given budget k 
–  Find S*=arg max F(S), |S|=k 

•  Challenge 
–  The optimization problem is NP-hard 

D. Kempe, J. Kleinberg, and É. Tardos. Maximizing the spread of influence through a social network. In 
KDD’03, pages 137–146, 2003 
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Greedy Algorithm 
•  Initialize the seed set as an empty set   
•  For k times, select a node i which can optimize the 

marginal gain: 

 
  

•  A performance guarantee?  
–  The solution obtained by Greedy is better than 63% (1-1/e) 

of the optimal solution 

S←∅

i← argmax[F(S∪{i})− F(S)]
S← S∪{i}

F(S) ≥ (1− 1
e
)F(S*)

D. Kempe, J. Kleinberg, and É. Tardos. Maximizing the spread of influence through a social network. In 
KDD’03, pages 137–146, 2003 
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Key Question 

•  How to obtain the weighted edges used in IC or 
LT models? 

•  How shall we learn the influence between two 
particular individuals?  
– Factors that affects social influence 

•  Users’ personal interests to a topic 
•  Users’ social roles 
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Jie Tang, Jimeng Sun, Chi Wang, and Zi Yang. Social Influence Analysis in Large-scale Networks. KDD 2009. 

How Does Personal Interest Affect 
Social Influence? 
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User Opinion and Influence: “Love Trump” 

Trump makes USA 
great again 

Trump is great! 

Trump is 
fantastic 

I hate Trump, the worst 
president ever 

He cannot be the 
next president! 

No Trump in 
2017! 

Positive Negative 
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Learn Multiple Aspect Social Influence 

Trump makes 
USA great again 

Trump is 
great! 

Trump is 
fantastic 

I hate Trump, the worst 
president ever 

He cannot be the 
next president! 

No Trump in 
2017! 

Positive Negative 

     Who influenced who? What is the 
influence probability? 
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1       How to differentiate social influences 
from multiple aspects? 
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Formulation: Learning Topic-based Social Influence 
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I love Trump 

I hate Trump Politics 

Entertainment 

Trademarks 

Market Strategy 

Politics 

Politics 

How to? 

Topics 
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Learning Topic-based Social Influence 

•  Social network -> Topical influence network 
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The Solution: Topical Affinity Propagation 

[1] Jie Tang, Jimeng Sun, Chi Wang, and Zi Yang. Social Influence Analysis in Large-scale Networks. KDD 2009. (Top 10 cited 
paper among all papers published at KDD in the past 10 years)  

Data Mining 

Data Mining 

Data Mining 

Data Mining 
 

Database 

Database 

Database 

Basic Idea:  
If a user is located in the 
center of a community, 
and is “similar” to the 
other users, then she/he 
would have a strong 
influence on the other 
users.  

—Homophily theory 
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The Solution: Topical Affinity Propagation 

Data Mining 

Data Mining 

Data Mining 

Data Mining 
Database 

Database 

Database 

Define a function to quantify the similarity 
between neighborhood users  

Estimate how a user can 
represent his neighbors 

The topic information can be 
obtained by any tagging system or 

topic modeling approach 

How “Ada” thought he influenced “Bob”? 
 
How “Bob” thought he was influenced by “Ada”? 

[1] Jie Tang, Jimeng Sun, Chi Wang, and Zi Yang. Social Influence Analysis in Large-scale Networks. KDD 2009. (Top 10 cited 
paper among all papers published at KDD in the past 10 years)  
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The Solution: Topical Affinity Propagation 

•  Topical Affinity Propagation  
– Topical Factor Graph model 
– Efficient learning algorithm 
– Distributed implementation 

[1] Jie Tang, Jimeng Sun, Chi Wang, and Zi Yang. Social Influence Analysis in Large-scale Networks. KDD 2009. 
(Top 10 cited paper among all papers published at KDD in the past 10 years)  
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Topical Factor Graph (TFG) Model 

Node/user 

Nodes that have the 
highest influence on 

the current node 

The problem is cast as identifying which node has the highest probability to 
influence another node on a specific topic along with the edge. 

Social link 

User-specific 
attributes 

Asymmetric 
similarity  

Topological feature or 
global constraint 
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•  The learning task is to find a configuration for 
all {yi} to maximize the joint probability. 

Topical Factor Graph (TFG) 

Objective function: 

1. How to define? 

2. How to optimize? 
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How to define (topical) feature functions? 

–  Node feature function 

–  Edge feature function 
 
 
 
 

–  Global feature function 

Similarity: 

 or simply binary 
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Model Learning Algorithm 

Sum-product: 

- Low efficiency! 
- Not easy for 
distributed learning! 

Marginal function 
for y on topic z 
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New TAP Learning Algorithm 

1. Introduce two new variables r and a, to replace the 
original message m. 

2. Design new update rules: 

mij 

How user i thought he influenced user j? 

How user j thought he was influenced by user i? 
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The TAP Learning Algorithm 
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•  Map-Reduce 
– Map: (key, value) pairs 

•  eij /aij à ei* /aij; eij /bij à ei* /bij; eij /rij à e*j /rij . 

– Reduce: (key, value) pairs 
•   eij / * à new rij; eij/* à new aij 

 

•  For the global feature function 
 

Distributed TAP Learning 
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Experiment 
•  Data set: (ArnetMiner.org and Wikipedia) 

– Coauthor dataset：640,134 authors and 1,554,643 
coauthor relations 

– Citation dataset: 2,329,760 papers and 12,710,347 
citations between these papers 

– Film dataset: 18,518 films, 7,211 directors, 10,128 
actors, and 9,784 writers  

•  Evaluation measures 
– Case study 
– CPU time 
– Application 



28 

Influential nodes on different topics 



29 

Social Influence Sub-graph on “Data mining” 

On “Data Mining” in 2009 
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Scalability Performance 
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Application—Expert Finding 

Expert finding data from (Tang, KDD08; ICDM08) 
http://arnetminer.org/lab-datasets/expertfinding/  
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Information Diffusion 

•  Information diffusion, also known as diffusion of 
innovations, is the study of how information 
propagates in or between networks. 
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A man carrying the 
bomb 

http://www.ithome.com/html/it/42675.htm 

FBI publishes a photo 
with bomb 

Boston Marathon Bombing 

A photo of crime 
suspect 
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Boston Marathon Bombing 
Opinion leader Structural hole spanner 

What is the interplay between social roles 

and information diffusion? 
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Yang Yang, Jie Tang, Cane Wing-Ki Leung, Yizhou Sun, Qicong Chen, Juanzi Li, and Qiang Yang. RAIN: Social 
Role-Aware Information Diffusion. AAAI’15, 2015. 

Social-Role aware Information 
Diffusion 
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Social Roles 

[1] Wu, S.; Hofman, J. M.; Mason,W. A.; andWatts, D. J. 2011. Who says what to whom on twitter. In WWW’11 , 705–714. 
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Opinion leaders, who post 50% 
of URLs on Twitter[1] 
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Social Role 

[2] Lou, T., and Tang, J. 2013. Mining structural hole spanners through information diffusion in social networks. In WWW’13 , 825–836 
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Structural hole spanners, who control 
25% of information diffusion[2] 
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Social Roles 

a1
a4

a2
a3

a8

a5

a6a0

a7

a9a11

a10Across-community Information 

Community 1 

Community 2 

Community 3 

Structural Hole 
1% of users with smallest 
network constraint 
scores. 

Opinion Leader 
1% of users with largest 
PageRank scores 

[1] S. Wu, J. M. Hofman, W. A. Mason, and D. J. Watts. Who says what to whom on twitter. In WWW’11, pages 705–714, 2011. 
[2] T. Lou and J. Tang. Mining Structural Hole Spanners Through Information Diffusion in Social Networks. In WWW'13. pp. 837-848. 

>0.16 billion users 
>0.17 billion posts 
Complete data sets during 
Oct. 1st – Oct. 7th, 2012. 
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Influence Strength 

Opinion leader:  
•  Stage 1 - activation probability is12 times higher than ordinary user  
•  Stage 2 - information overload[1]: 2-3 opinion leaders are sufficient to spread a piece of 

information throughout a community. 
•  Stage 3 - information everywhere: spreading the information becomes a social norm to 

adopt. 

[1] Lazarsfeld, P. F.; Berelson, B.; and Gaudet, H. 1944. The peoples choice: How the voter makes up his mind in a presidential election. New 
York: Duell, Sloan and Pearce . 

Influence Attribute 
Structure 

Analysis 
Opinion leader 

Structural hole 

Ordinary user 
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Opinion leader:  
•  Stage 1 - activation probability is 12 times higher than ordinary user  
•  Stage 2 - information overload[1]: 2-3 opinion leaders are sufficient to spread a piece of 

information throughout a community. 
•  Stage 3 - information everywhere: spreading the information becomes a social norm to 

adopt. 

[1] Lazarsfeld, P. F.; Berelson, B.; and Gaudet, H. 1944. The peoples choice: How the voter makes up his mind in a presidential election. New 
York: Duell, Sloan and Pearce . 

Influence Strength Influence Attribute 
Structure 

Analysis 
Opinion leader 

Structural hole 

Ordinary user 
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Opinion leader:  
•  Stage 1 - activation probability is 12 times higher than ordinary user  
•  Stage 2 - information overload[1]: 2-3 opinion leaders are sufficient to spread a piece of 

information throughout a community. 
•  Stage 3 - information everywhere: spreading the information becomes a social norm to 
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Influence Attribute 
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Opinion leader:  
•  Stage 1 - activation probability is 12 times higher than ordinary user  
•  Stage 2 - information overload[1]: 2-3 opinion leaders are sufficient to spread a piece of 

information throughout a community. 
•  Stage 3 - information everywhere: spreading the information becomes a social norm to 

adopt. 

[1] Lazarsfeld, P. F.; Berelson, B.; and Gaudet, H. 1944. The peoples choice: How the voter makes up his mind in a presidential election. New 
York: Duell, Sloan and Pearce . 

Influence Strength 
Opinion leader 

Structural hole 

Ordinary user 

Influence Attribute 
Structure 

Analysis 
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Structural hole spanners[2][3]: 

•  SH tend to bring information that a certain community is rarely exposed to. 

•  Most users tries to bridge information flow between different groups. 

[2] Burt, R. S. 2001. Structural holes versus network closure as social capital. Social capital: Theory and research 31–56. 
[3] Burt, R. S. 2009. Structural holes: The social structure of competition . Harvard University Press. 
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Influence Attribute 
Structure 

Analysis 



44 

Atomic Diffusion Structure Influence Attribute 
Structure 

Analysis 

Root node 

Infected node 

(I) (II) (III) (IV) (V) (VI) (VII) 
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 Atomic Diffusion Structure Influence Attribute 
Structure 

Analysis 

0.931 

0.405 0.414 

(I) 
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Diffusion structures tend to be wide, and not too deep 

 Atomic Diffusion Structure 
Structural 

hole 

Opinion 
leader 

Influence Attribute 
Structure 

Analysis 
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Formulation 

Social Network Diffusion Tree

Influence Attribute 
Structure 

Analysis 
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Formulation 

Social Network Diffusion Tree

Size

Diffusion size: how many users will receive the information 

Influence Attribute 
Structure 

Analysis 
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Formulation 

Social Network Diffusion Tree

Breadth

Diffusion breadth: how widely the information will propagate 

Influence Attribute 
Structure 

Analysis 
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Formulation 

Social Network Diffusion Tree

Speed

Diffusion speed: how fast the information will propagate 

Influence Attribute 
Structure 

Analysis 
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Formulation 

Social Network Diffusion Tree

Diversity

Diffusion diversity: how many communities will receive the information 

Influence Attribute 
Structure 

Analysis 
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Analysis Setup 

Original diffusion tree Opinion leader 

Structural hole spanner Random selected user 

How different social roles influence different diffusion attributes? 

VS. 

Influence Attribute 
Structure 

Analysis 
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Diffusion Size 
Size

180 times 

Influence Attribute 
Structure 

Analysis 
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  Diffusion Breadth 
Breadth

Influence Attribute 
Structure 

Analysis 
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  Diffusion Diversity 
Diversity

Influence Attribute 
Structure 

Analysis 
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Diffusion Speed 
Spe

ed

Influence Attribute 
Structure 

Analysis 
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Diffusion Depth 

Depth

Influence Attribute 
Structure 

Analysis 
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Conclusion 

•  Opinion leaders are more influential on 
diffusion size & breadth; 

•  Structural hole spanners have more influence 
on diffusion diversity & speed; 

•  Diffusion depth is not sensitive to both opinion 
leaders and structural hole spanners. 

Influence Attribute 
Structure 

Analysis 
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Given:  
1.  A social network; 
2.  A set of historical diffusion trees. 

Goal:  
1.  Model the diffusion process in future; 
2.  Infer social roles distributions of users.  

How to better model information diffusion by 
leveraging social role information? 
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Model: General Idea 

V1 V2 V3 

V 

✕
Influential 
strength 
over role ρ 

Role distribution 

λ 

Diffusion time delay 
probability over role 
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RAIN (Role Aware Information diffusioN)  

v2
v4

v3
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r4

y1

r3
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μ δ

x
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v2, v3, and v4  are 
activated user

Input: diffusion process

x2

r

&3
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ρ

ƛ

⊗ is a diffusion 
function

�t
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Generation of 
social attributes 

2 

Generation of diffusion 
process 

Social role  

Response time 

Social attributes, 
e.g., PageRank 
score, network 
constraint, etc. 

Activation probability 
over role 

Repost or not 

Active neighbors 
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•  Likelihood: 

RAIN: Objective Function 

The probability of user v adopting the information i at time t 

The probability of user v never adopts the information i 

The probability of user v with the social attributes xvk 

Priors to model parameters  

All adoptions 

Failed adoptions 

Assumption here:  
T >> the last observed timestamp 

A mixture of Gaussian 
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Model Learning 
Gibbs Sampling: 
 

•  Sample latent role r for user u’s each social 
attribute 

 
 
 
 
 
•  Sample role r, time delay t, and activation  
result z for each adoption 
 
 
 
 
 
 
•  Update model parameters according to sampling 

results 
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Retweet Prediction 

 
Goal: predict whether a user will repost a particular post 
 
Data: a complete Tencent Weibo data on Nov. 1-3, 2012 

•  Posts are categorized based on topics: campus, constellation, 

movie, history, society, health, political, and travel 

•  Posts on Nov.1-2 as train data, Nov. 3 as test data 
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Retweet Prediction 

Baselines: 
Count: ranks users by the number of active followees 

SVM: Support Vector Machine, majorly considers features as 
•  #active followers 
•  #active followees 
•  #whether the user have reposted similar messages 

IC Model: traditional IC model with fitted parameters1 

RAIN: Role Aware INformation diffusion 
 
Evaluation Metrics: 

Precision@K (K=10, 50, 100) 

Mean Average Precision (MAP) 

 

[1] Kimura, M.; Saito, K.; Ohara, K.; and Motoda, H. 2011. Learning information diffusion model in a social network for predicting 

influence of nodes. Intelligent Data Analysis 15(4):633–652. 
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Retweet Prediction 

Comparison Results: 
 
•  Count: performs worst due to the lack of 

supervised information. 

•  SVM: performs well on local topics but falls 

short on global topics.   

•  IC Model: suffers from model complexity. 

•  RAIN: improves the performance +32.6% in 

terms of MAP by reducing model complexity.  
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Diffusion Scale Prediction 
•  We predict the scale of a diffusion process 

–  X-axis: the number of reposts 
–  Y-axis: the proportion of original posts with particular number of reposts 
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Diffusion Duration Prediction 
•  We predict the duration of a diffusion process 

–  X-axis: the time interval between the first and last posts 
–  Y-axis: the proportion of original posts with particular time interval 

http://aminer.org/rain 


