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Part I:  
Learning User Behavior Influence in 

Large-Scale Social Networks 
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Networked World 

•  1.65 billion MAU 
•  2.5 trillion minutes/month 

•  220 million users   
•  influencing our daily life 

• QQ: 800 million MAU 
•  WeChat: 700 million MAU 

•  255 million MAU   
•  Peak: 143K tweets/s 

•  304 million active users 
•  14 billion items/year •  ~700 million trans. (alipay) 

•  120.7 billion on 11/11 
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What is a social network? 

•  A social network is: 
–  a graph made up of : 
–  a set of individuals, called “nodes”, and 
–  tied by one or more interdependency, such as friendship, 

called “edges”. 
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Densification [Leskovec, Kleinberg, Faloutsos] 

Structural Hole [Burt] 

Six Degrees of Separation [Milgram] 

Link Prediction [Liben-Nowell, Kleinberg] 
Influence Maximization [Kempe,Kleinberg,Tardos] 

Scale Free [Barabási,Albert & Faloutsos et al.] 
Small World [Watts, Strogatz] 
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    [Christakis, Fowler] 
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2012 Computational Social Science [Giles] 
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Scale Free [Barabási,Albert & Faloutsos et al.] Small World [Watts, Strogatz] 
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2009- 
2007 

Hubs & Authorities [Kleinberg] 1997 

Dunbar’s Number [Dunbar] 1992 
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1995 

Weak Tie [Granovetter] 1973 

Spread of Obesity, Smoking, Happiness 
    [Christakis, Fowler] 

1999 1998 Stanley Milgram. The small world problem. Psychology Today, 2(1):60–67, 1967.  

1.  David Lazer et al. Computational Social Science. Science 2009.  
2.  James Giles. Computational Social Science: Making the Links. Nature 2012.  

“A field is emerging that leverages the capacity to collect and analyze data at a 
scale that may reveal patterns of individual and group behaviors.” 
David Lazer, Alex Pentland, Lada Adamic, Sinan Aral, Alber-Laszlo Barabasi, et al. from 
Departments of Sociology, Computer Science, Physics, Business, Government, etc. at Harvard, 
MIT, Northeastern, Northwestern, Columbia, Cornell, etc.  

Computational Models 
Big Data Algorithms 

Sociology, Physics,  Psychology, 
Business, Management, et al. 
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What is Social Influence? 

•  Social influence occurs when one's opinions, 
emotions, or behaviors are affected by others, 
intentionally or unintentionally.[1] 

– Peer Pressure 
– Opinion leadership 
– Conformity 
– … 

[1] http://en.wikipedia.org/wiki/Social_influence 
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Two-step Flow Theory 

Mass Media 

Opinion leader 

Individuals in social contact with an opinion leader 
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The theory of “Three Degree of Influence” 

Three degree of Influence[2] 

[1] S. Milgram. The Small World Problem. Psychology Today, 1967, Vol. 2, 60–67 
[2] J.H. Fowler and N.A. Christakis. The Dynamic Spread of Happiness in a Large Social Network: Longitudinal Analysis 
Over 20 Years in the Framingham Heart Study. British Medical Journal 2008; 337: a2338 
[3] R. Dunbar. Neocortex size as a constraint on group size in primates. Human Evolution, 1992, 20: 469–493. 

Six degree of separation[1] 

You are able to influence up to >1,000,000 persons in 
the world, according to the Dunbar’s number[3].   
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Asch’s Experiment 

Which line matches the first line, A, B, or C?  
 

74% of the participants followed the majority judgment on at least one 
trial, even when the majority was wrong. 
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Does Social Influence Really Matter? 
•  Case 1: Social influence and political mobilization[1] 

–  Will online political mobilization really work? 

[1] R. M. Bond, C. J. Fariss, J. J. Jones, A. D. I. Kramer, C. Marlow, J. E. Settle and J. H. Fowler. A 61-million-person 
experiment in social influence and political mobilization. Nature, 489:295-298, 2012. 

A controlled trial (with 61M users on FB) 

-  Social msg group: was shown with msg that 
indicates one’s friends who have made the 
votes. 

-  Informational msg group: was shown with 
msg that indicates how many other. 

-  Control group: did not receive any msg. 
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Does Social Influence Really Matter? 

Social msg group v.s.  
Info msg group 

 
Result: The former were 2.08% (t-

test, P<0.01) more likely to click 
on the “I Voted” button 

Social msg group v.s.  
Control group 

 
Result: The former were 0.39% (t-

test, P=0.02) more likely to 
actually vote (via examination of 

public voting records) 

[1] R. M. Bond, C. J. Fariss, J. J. Jones, A. D. I. Kramer, C. Marlow, J. E. Settle and J. H. Fowler. A 61-million-person 
experiment in social influence and political mobilization. Nature, 489:295-298, 2012. 
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Does Social Influence Really Matter? 
•  Case 2: Social influence distorts decision-making [1] 

–  Two treatment groups and a control group: 
•  Up-treated: comments were artificially given a +1 rating; 
•  Down-treated: comments were given a -1 rating; 

[1] L. Muchnik, S. Aral, S. J. Taylor. Social Influence Bias: A Randomized Experiment. Science, Vol. 341, Issue 6146, 
page 647-651, 2013. 
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Does Social Influence Really Matter? 
•  Case 2: Social influence distorts decision-making [1] 

–  Define a user’s “friends” and “enemies” according to they 
“like” or “dislike” her (a feature of the studied web site) 

–  Friendship moderates the impact of social influence. 

[1] L. Muchnik, S. Aral, S. J. Taylor. Social Influence Bias: A Randomized Experiment. Science, Vol. 341, Issue 6146, 
page 647-651, 2013. 

Friends were more likely to up-
vote a comment than enemies 
(9.2% versus 2.7%). 
 
Friends tend to herd on current 
positive ratings (0.122 versus 
0.092). 
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We applied social influence to help 
real applications 

—in very big Tencent networks 
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Big Data Analytics in Game Data 
•  Online gaming is one of the largest industries on the 

Internet… 
•  Facebook 

–  250 million users play games monthly 
–  200 games with more than 1 million active users  
–  12% of the company’s revenue is from games 

•  Tencent (Market Cap: ~150B $) 
–  More than 400 million gaming users 
–  50% of Tencent’s overall revenue is from games 

 

[1] Zhanpeng Fang, Xinyu Zhou, Jie Tang, Wei Shao, A.C.M. Fong, Longjun Sun, Ying Ding, Ling Zhou, and Jarder Luo. Modeling Paying 
Behavior in Online Social Networks. CIKM'14. 
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Two games: DNF 

•  Dungeon & Fighter Online 
(DNF) 
– A game of melee combat 

between users and large number 
of underpowered enemies 

– 400+ million users, the 2nd
  

largest online game in China 

– Users in the game can fight 
against enemies by individuals or 
by groups 
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Two games: QQ Speed 

•  QQ Speed 
– A racing game that users can 

partake in competitions to play 
against other users 

– 200+ million users 
– Users can race against other 

users by individuals  or forma a 
group to race together 

– Some users may pay… 
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Task 

•  Given behavior log data and paying logs of 
online game users, predict 

•  Will social influence play an important role in 
this task? 

   

Free users -> Paying users 
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Social Influence 
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Influence + Tie Strength 
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Structure Diversity 
Different structures of a user’s 
neighbors have different effects 
on the user’s behavior[1] 

[1] Ugander, J., Backstrom, L., Marlow, C., & Kleinberg, J. Structural diversity in social contagion. In PNAS’12. 
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Structure Diversity 
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Online Test 
•  Test setting 

–  Two groups: test group and control 
group 

–  Send msgs to invite the user to attend 
a promotion activity. 

control group test group2 
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Online Test 

•  Item Recommendation 
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Half-Month Improvement Single-Month Improvement 

Our social influence based recommendation algorithm in QQ Speed 
increased the item income by 9.4% during December, 2014.  



25 

How to Model the Diffusion of Social 
Influence in Networks? 
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Compartmental Models in Epidemiology 

•  The SIR model, which is proposed by Kermack and 
McKendrick in the early 1900s. 

•  The model predicts infectious diseases 

•  Transition rates: 
 

S(t) : susceptible individuals at time t; 

I(t) : infected individuals at time t; 

R(t) : recovered individuals at t； 

     : the contact rate; 

     :  rate of recovery. 
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Independent Cascade Model 

0.3 

0.2 

0.5 
0.4 

0.7 
0.74 

0.1 

0.1 

0.05 

•  Each edge is associated with a probability pij 
•  At first time stamp, some nodes become active while others are left inactive. 
•  Once a node i becomes active, it has a single chance to activate each of its inactive 

neighbor j with the associated probability. 
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Linear Threshold Model 

0.3 
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•  Each edge is associated with a weight wij, s.t. Σwij≤1 
•  For each node i, assign a random threshold θi ~U[0, 1] 
•  At first time stamp, some nodes become active while others are left inactive. 
•  A node i becomes active when its weighted active neighbors exceed the threshold  
    Σj  Awij≥θi ∈

(0.6, 0) 

(0.8, 0) 

(0.8, 0) 

(0.1, 0) 

(0.6, 0) 
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Linear Threshold Model 
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•  Each edge is associated with a weight wij, s.t. Σwij≤1 
•  For each node i, assign a random threshold θi ~U[0, 1] 
•  At first time stamp, some nodes become active while others are left inactive. 
•  A node i becomes active when its weighted active neighbors exceed the threshold  
    Σj  Awij≥θi ∈

(0.6, 0.7) 

(0.8, 074) 

(0.8, 0) 

(0.1, 0.3) 

(0.6, 0.2) 
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Linear Threshold Model 
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•  Each edge is associated with a weight wij, s.t. Σwij≤1 
•  For each node i, assign a random threshold θi ~U[0, 1] 
•  At first time stamp, some nodes become active while others are left inactive. 
•  A node i becomes active when its weighted active neighbors exceed the threshold  
    Σj  Awij≥θi ∈

(0.6, 0.7) 

(0.8, 084) 

(0.8, 0.05) 

(0.1, 0.3) 

(0.6, 0.7) 
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Influence Maximization 
•  Initially targeting a few “influential” seeds, to trigger a 

maximal number of individuals to adopt the opinions/
products through friend recommendation. 
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D. Kempe, J. Kleinberg, and É. Tardos. Maximizing the spread of influence through a social network. In 
KDD’03, pages 137–146, 2003 
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Influence Maximization 
•  Influence spread F(S) 

–  S is the initial set of activated nodes, i.e., “seed set” 
–  Defined as the expected number of active nodes in the end 

•  Objective 
–  For a given budget k 
–  Find S*=arg max F(S), |S|=k 

•  Challenge 
–  The optimization problem is NP-hard 

D. Kempe, J. Kleinberg, and É. Tardos. Maximizing the spread of influence through a social network. In 
KDD’03, pages 137–146, 2003 
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Greedy Algorithm 
•  Initialize the seed set as an empty set   
•  For k times, select a node i which can optimize the 

marginal gain: 

 
  

•  A performance guarantee?  
–  The solution obtained by Greedy is better than 63% (1-1/e) 

of the optimal solution 

S←∅

i← argmax[F(S∪{i})− F(S)]
S← S∪{i}

F(S) ≥ (1− 1
e
)F(S*)

D. Kempe, J. Kleinberg, and É. Tardos. Maximizing the spread of influence through a social network. In 
KDD’03, pages 137–146, 2003 
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Key Question 

•  How to obtain the weighted edges used in IC or 
LT models? 

•  How shall we learn the influence between two 
particular individuals?  
– Factors that affects social influence 

•  Users’ personal interests to a topic 
•  Users’ social roles 
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Jie Tang, Jimeng Sun, Chi Wang, and Zi Yang. Social Influence Analysis in Large-scale Networks. KDD 2009. 

How Does Personal Interest Affect 
Social Influence? 
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User Opinion and Influence: “Love Trump” 

Trump makes USA 
great again 

Trump is great! 

Trump is 
fantastic 

I hate Trump, the worst 
president ever 

He cannot be the 
next president! 

No Trump in 
2017! 

Positive Negative 
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Learn Multiple Aspect Social Influence 

Trump makes 
USA great again 

Trump is 
great! 

Trump is 
fantastic 

I hate Trump, the worst 
president ever 

He cannot be the 
next president! 

No Trump in 
2017! 

Positive Negative 

     Who influenced who? What is the 
influence probability? 

0.3 

0.2 
0.5 

0.4 

0.1 

0.74 

0.1 
0.1 0.05 

1       How to differentiate social influences 
from multiple aspects? 

2
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Formulation: Learning Topic-based Social Influence 

Positive 

Negative 

output 

0.3 

0.2 
0.5 

0.4 

0.7 

0.74 0.1 

0.1 

0.05 

I love Trump 

I hate Trump Politics 

Entertainment 

Trademarks 

Market Strategy 

Politics 

Politics 

How to? 

Topics 
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Learning Topic-based Social Influence 

•  Social network -> Topical influence network 
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The Solution: Topical Affinity Propagation 

[1] Jie Tang, Jimeng Sun, Chi Wang, and Zi Yang. Social Influence Analysis in Large-scale Networks. KDD 2009. (Top 10 cited 
paper among all papers published at KDD in the past 10 years)  

Data Mining 

Data Mining 

Data Mining 

Data Mining 
 

Database 

Database 

Database 

Basic Idea:  
If a user is located in the 
center of a community, 
and is “similar” to the 
other users, then she/he 
would have a strong 
influence on the other 
users.  

—Homophily theory 
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The Solution: Topical Affinity Propagation 

Data Mining 

Data Mining 

Data Mining 

Data Mining 
Database 

Database 

Database 

Define a function to quantify the similarity 
between neighborhood users  

Estimate how a user can 
represent his neighbors 

The topic information can be 
obtained by any tagging system or 

topic modeling approach 

How “Ada” thought he influenced “Bob”? 
 
How “Bob” thought he was influenced by “Ada”? 

[1] Jie Tang, Jimeng Sun, Chi Wang, and Zi Yang. Social Influence Analysis in Large-scale Networks. KDD 2009. (Top 10 cited 
paper among all papers published at KDD in the past 10 years)  
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The Solution: Topical Affinity Propagation 

•  Topical Affinity Propagation  
– Topical Factor Graph model 
– Efficient learning algorithm 
– Distributed implementation 

[1] Jie Tang, Jimeng Sun, Chi Wang, and Zi Yang. Social Influence Analysis in Large-scale Networks. KDD 2009. 
(Top 10 cited paper among all papers published at KDD in the past 10 years)  
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Topical Factor Graph (TFG) Model 

Node/user 

Nodes that have the 
highest influence on 

the current node 

The problem is cast as identifying which node has the highest probability to 
influence another node on a specific topic along with the edge. 

Social link 

User-specific 
attributes 

Asymmetric 
similarity  

Topological feature or 
global constraint 
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•  The learning task is to find a configuration for 
all {yi} to maximize the joint probability. 

Topical Factor Graph (TFG) 

Objective function: 

1. How to define? 

2. How to optimize? 
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How to define (topical) feature functions? 

–  Node feature function 

–  Edge feature function 
 
 
 
 

–  Global feature function 

Similarity: 

 or simply binary 
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Model Learning Algorithm 

Sum-product: 

- Low efficiency! 
- Not easy for 
distributed learning! 

Marginal function 
for y on topic z 
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New TAP Learning Algorithm 

1. Introduce two new variables r and a, to replace the 
original message m. 

2. Design new update rules: 

mij 

How user i thought he influenced user j? 

How user j thought he was influenced by user i? 
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The TAP Learning Algorithm 
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•  Map-Reduce 
– Map: (key, value) pairs 

•  eij /aij à ei* /aij; eij /bij à ei* /bij; eij /rij à e*j /rij . 

– Reduce: (key, value) pairs 
•   eij / * à new rij; eij/* à new aij 

 

•  For the global feature function 
 

Distributed TAP Learning 
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Experiment 
•  Data set: (ArnetMiner.org and Wikipedia) 

– Coauthor dataset：640,134 authors and 1,554,643 
coauthor relations 

– Citation dataset: 2,329,760 papers and 12,710,347 
citations between these papers 

– Film dataset: 18,518 films, 7,211 directors, 10,128 
actors, and 9,784 writers  

•  Evaluation measures 
– Case study 
– CPU time 
– Application 
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Influential nodes on different topics 
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Social Influence Sub-graph on “Data mining” 

On “Data Mining” in 2009 
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Scalability Performance 
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Application—Expert Finding 

Expert finding data from (Tang, KDD08; ICDM08) 
http://arnetminer.org/lab-datasets/expertfinding/  
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Information Diffusion 

•  Information diffusion, also known as diffusion of 
innovations, is the study of how information 
propagates in or between networks. 
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A man carrying the 
bomb 

http://www.ithome.com/html/it/42675.htm 

FBI publishes a photo 
with bomb 

Boston Marathon Bombing 

A photo of crime 
suspect 
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Boston Marathon Bombing 
Opinion leader Structural hole spanner 

What is the interplay between social roles 

and information diffusion? 
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Yang Yang, Jie Tang, Cane Wing-Ki Leung, Yizhou Sun, Qicong Chen, Juanzi Li, and Qiang Yang. RAIN: Social 
Role-Aware Information Diffusion. AAAI’15, 2015. 

Social-Role aware Information 
Diffusion 
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Social Roles 

[1] Wu, S.; Hofman, J. M.; Mason,W. A.; andWatts, D. J. 2011. Who says what to whom on twitter. In WWW’11 , 705–714. 

0.3 

0.2 

0.5 
0.4 

0.7 
0.74 

0.1 

0.1 

0.5 

Opinion leaders, who post 50% 
of URLs on Twitter[1] 
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Social Role 

[2] Lou, T., and Tang, J. 2013. Mining structural hole spanners through information diffusion in social networks. In WWW’13 , 825–836 

0.3 

0.2 

0.5 
0.4 

0.7 
0.74 

0.1 

0.1 

0.5 

Structural hole spanners, who control 
25% of information diffusion[2] 
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Social Roles 

a1
a4

a2
a3

a8

a5

a6a0

a7

a9a11

a10Across-community Information 

Community 1 

Community 2 

Community 3 

Structural Hole 
1% of users with smallest 
network constraint 
scores. 

Opinion Leader 
1% of users with largest 
PageRank scores 

[1] S. Wu, J. M. Hofman, W. A. Mason, and D. J. Watts. Who says what to whom on twitter. In WWW’11, pages 705–714, 2011. 
[2] T. Lou and J. Tang. Mining Structural Hole Spanners Through Information Diffusion in Social Networks. In WWW'13. pp. 837-848. 

>0.16 billion users 
>0.17 billion posts 
Complete data sets during 
Oct. 1st – Oct. 7th, 2012. 
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Influence Strength 

Opinion leader:  
•  Stage 1 - activation probability is12 times higher than ordinary user  
•  Stage 2 - information overload[1]: 2-3 opinion leaders are sufficient to spread a piece of 

information throughout a community. 
•  Stage 3 - information everywhere: spreading the information becomes a social norm to 

adopt. 

[1] Lazarsfeld, P. F.; Berelson, B.; and Gaudet, H. 1944. The peoples choice: How the voter makes up his mind in a presidential election. New 
York: Duell, Sloan and Pearce . 

Influence Attribute 
Structure 

Analysis 
Opinion leader 

Structural hole 

Ordinary user 
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Opinion leader:  
•  Stage 1 - activation probability is 12 times higher than ordinary user  
•  Stage 2 - information overload[1]: 2-3 opinion leaders are sufficient to spread a piece of 

information throughout a community. 
•  Stage 3 - information everywhere: spreading the information becomes a social norm to 

adopt. 

[1] Lazarsfeld, P. F.; Berelson, B.; and Gaudet, H. 1944. The peoples choice: How the voter makes up his mind in a presidential election. New 
York: Duell, Sloan and Pearce . 

Influence Strength Influence Attribute 
Structure 

Analysis 
Opinion leader 

Structural hole 

Ordinary user 
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Opinion leader:  
•  Stage 1 - activation probability is 12 times higher than ordinary user  
•  Stage 2 - information overload[1]: 2-3 opinion leaders are sufficient to spread a piece of 

information throughout a community. 
•  Stage 3 - information everywhere: spreading the information becomes a social norm to 

adopt. 

[1] Lazarsfeld, P. F.; Berelson, B.; and Gaudet, H. 1944. The peoples choice: How the voter makes up his mind in a presidential election. New 
York: Duell, Sloan and Pearce . 

Influence Strength 
Opinion leader 

Structural hole 

Ordinary user 

Influence Attribute 
Structure 

Analysis 
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Opinion leader:  
•  Stage 1 - activation probability is 12 times higher than ordinary user  
•  Stage 2 - information overload[1]: 2-3 opinion leaders are sufficient to spread a piece of 

information throughout a community. 
•  Stage 3 - information everywhere: spreading the information becomes a social norm to 

adopt. 

[1] Lazarsfeld, P. F.; Berelson, B.; and Gaudet, H. 1944. The peoples choice: How the voter makes up his mind in a presidential election. New 
York: Duell, Sloan and Pearce . 

Influence Strength 
Opinion leader 

Structural hole 

Ordinary user 

Influence Attribute 
Structure 

Analysis 
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Structural hole spanners[2][3]: 

•  SH tend to bring information that a certain community is rarely exposed to. 

•  Most users tries to bridge information flow between different groups. 

[2] Burt, R. S. 2001. Structural holes versus network closure as social capital. Social capital: Theory and research 31–56. 
[3] Burt, R. S. 2009. Structural holes: The social structure of competition . Harvard University Press. 

Influence Strength 
Opinion leader 

Structural hole 

Ordinary user 

Influence Attribute 
Structure 

Analysis 
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Atomic Diffusion Structure Influence Attribute 
Structure 

Analysis 

Root node 

Infected node 

(I) (II) (III) (IV) (V) (VI) (VII) 
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 Atomic Diffusion Structure Influence Attribute 
Structure 

Analysis 

0.931 

0.405 0.414 

(I) 
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Diffusion structures tend to be wide, and not too deep 

 Atomic Diffusion Structure 
Structural 

hole 

Opinion 
leader 

Influence Attribute 
Structure 

Analysis 
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Formulation 

Social Network Diffusion Tree

Influence Attribute 
Structure 

Analysis 
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Formulation 

Social Network Diffusion Tree

Size

Diffusion size: how many users will receive the information 

Influence Attribute 
Structure 

Analysis 
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Formulation 

Social Network Diffusion Tree

Breadth

Diffusion breadth: how widely the information will propagate 

Influence Attribute 
Structure 

Analysis 
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Formulation 

Social Network Diffusion Tree

Speed

Diffusion speed: how fast the information will propagate 

Influence Attribute 
Structure 

Analysis 
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Formulation 

Social Network Diffusion Tree

Diversity

Diffusion diversity: how many communities will receive the information 

Influence Attribute 
Structure 

Analysis 
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Analysis Setup 

Original diffusion tree Opinion leader 

Structural hole spanner Random selected user 

How different social roles influence different diffusion attributes? 

VS. 

Influence Attribute 
Structure 

Analysis 
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Diffusion Size 
Size

180 times 

Influence Attribute 
Structure 

Analysis 
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  Diffusion Breadth 
Breadth

Influence Attribute 
Structure 

Analysis 
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  Diffusion Diversity 
Diversity

Influence Attribute 
Structure 

Analysis 
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Diffusion Speed 
Spe

ed

Influence Attribute 
Structure 

Analysis 
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Diffusion Depth 

Depth

Influence Attribute 
Structure 

Analysis 
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Conclusion 

•  Opinion leaders are more influential on 
diffusion size & breadth; 

•  Structural hole spanners have more influence 
on diffusion diversity & speed; 

•  Diffusion depth is not sensitive to both opinion 
leaders and structural hole spanners. 

Influence Attribute 
Structure 

Analysis 
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Given:  
1.  A social network; 
2.  A set of historical diffusion trees. 

Goal:  
1.  Model the diffusion process in future; 
2.  Infer social roles distributions of users.  

How to better model information diffusion by 
leveraging social role information? 
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Model: General Idea 

V1 V2 V3 

V 

✕
Influential 
strength 
over role ρ 

Role distribution 

λ 

Diffusion time delay 
probability over role 
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RAIN (Role Aware Information diffusioN)  

v2
v4

v3
v1

r4

y1

r3

&2

r2

μ δ

x

&

r

α

v2, v3, and v4  are 
activated user

Input: diffusion process

x2

r

&3

x3

r

&4

x4

r

ρ

ƛ

⊗ is a diffusion 
function

�t

1

Generation of 
social attributes 

2 

Generation of diffusion 
process 

Social role  

Response time 

Social attributes, 
e.g., PageRank 
score, network 
constraint, etc. 

Activation probability 
over role 

Repost or not 

Active neighbors 
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•  Likelihood: 

RAIN: Objective Function 

The probability of user v adopting the information i at time t 

The probability of user v never adopts the information i 

The probability of user v with the social attributes xvk 

Priors to model parameters  

All adoptions 

Failed adoptions 

Assumption here:  
T >> the last observed timestamp 

A mixture of Gaussian 
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Model Learning 
Gibbs Sampling: 
 

•  Sample latent role r for user u’s each social 
attribute 

 
 
 
 
 
•  Sample role r, time delay t, and activation  
result z for each adoption 
 
 
 
 
 
 
•  Update model parameters according to sampling 

results 
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Retweet Prediction 

 
Goal: predict whether a user will repost a particular post 
 
Data: a complete Tencent Weibo data on Nov. 1-3, 2012 

•  Posts are categorized based on topics: campus, constellation, 

movie, history, society, health, political, and travel 

•  Posts on Nov.1-2 as train data, Nov. 3 as test data 
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Retweet Prediction 

Baselines: 
Count: ranks users by the number of active followees 

SVM: Support Vector Machine, majorly considers features as 
•  #active followers 
•  #active followees 
•  #whether the user have reposted similar messages 

IC Model: traditional IC model with fitted parameters1 

RAIN: Role Aware INformation diffusion 
 
Evaluation Metrics: 

Precision@K (K=10, 50, 100) 

Mean Average Precision (MAP) 

 

[1] Kimura, M.; Saito, K.; Ohara, K.; and Motoda, H. 2011. Learning information diffusion model in a social network for predicting 

influence of nodes. Intelligent Data Analysis 15(4):633–652. 
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Retweet Prediction 

Comparison Results: 
 
•  Count: performs worst due to the lack of 

supervised information. 

•  SVM: performs well on local topics but falls 

short on global topics.   

•  IC Model: suffers from model complexity. 

•  RAIN: improves the performance +32.6% in 

terms of MAP by reducing model complexity.  
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Diffusion Scale Prediction 
•  We predict the scale of a diffusion process 

–  X-axis: the number of reposts 
–  Y-axis: the proportion of original posts with particular number of reposts 
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Diffusion Duration Prediction 
•  We predict the duration of a diffusion process 

–  X-axis: the time interval between the first and last posts 
–  Y-axis: the proportion of original posts with particular time interval 

http://aminer.org/rain 
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Part II:  
User Emotion Influence and  

Influence based Network Embedding 
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Yang Yang, Jia Jia, Boya Wu, and Jie Tang. Social Role-Aware Emotion Contagion in Image Social 
Networks. AAAI, 2016. 
Yang Yang, Jia Jia, Shumei Zhang, Boya Wu, Qicong Chen, Juanzi Li, Chunxiao Xing, and Jie Tang. How Do 
Your Friends on Social Media Disclose Your Emotions? AAAI, 2014.  

How Do User Emotions Diffuse in  
Social Networks? 
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Was Anna Happy When She Published  
This Photo On Flickr? 

A lovely doorplate 

Anna: a girl who 
just graduated 



95 

To What Extent Your Friends Will Disclose Your 
Emotions? 

It is just too sad ...

don't be upset. you four will meet again!

will never forget you guys lol 

we have said goodbye too many times in these two days... once again, 

 good bye our 614!
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Problem 

Yang Yang, Jia Jia, Shumei Zhang, Boya Wu, Qicong Chen, Juanzi Li, Chunxiao Xing, and Jie Tang. How Do Your Friends on Social Media 
Disclose Your Emotions? AAAI, 2014.  
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Predicting Users’ Emotional Status 
•  Input: An image social network G=<V, M, D, E, R, L>, where V 

is a set of users, M is a set of images, D is a set of comments, 
E represents following relationships between users, each 
element in R (v, m, t) denotes that user v publishes image m at 
time t, and an edge in L (v, d, m) indicates that user v leaves a 
comment d under image m. 

•  We use a matrix Y to denote users’ emotional status, where yvt 
indicates v’s emotion at time t. yvt      {happiness, surprise, anger, 
disgust, fear, sadness} 

•  Task: Given G, Y, a time stamp t, our goal is to learn  

∈
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Challenges 

•  How to model the image information and 
content information jointly? 

•  How to learn the association between the 
implied emotions of different comments? 
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Emotion Learning Method 

c=0 c=1

It is just too sad ...

don't be upset. you four will meet again!

will never forget you guys lol 

we have said goodbye too many times in these two days... once again, 

 good bye our 614!

Comment Generation

Image Generation

z ∼ Mult(ϑd )
w ∼ Mult(ϕd )

e ∼ Mult(θm )

x ∼ N(µe,δ e )

Influence Generation
c ∼ Mult(λd )

Yang Yang, Jia Jia, Shumei Zhang, Boya Wu, Qicong Chen, Juanzi Li, Chunxiao Xing, and Jie Tang. How Do Your Friends on Social Media 
Disclose Your Emotions? AAAI, 2014.  
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Generative Process 

Visual feature 
generation 

User influence 
generation 

User comment 
generation 
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Learning Algorithm 
•  We employ Gibbs sampling to estimate unknown parameters. 

–  The posterior for sampling the latent variables for each word: 

 
–  The posterior for sampling the latent emotion: 

#(cdi is sampled associated 
with i-th word in d) 

use Stirling’s formula to 
calculate gamma function 



102 

Learning Algorithm (cont.) 
•  Update for parameters of topic modeling part: 

•  The update for Gaussian parameters are hard to compute. We 
approximate Gaussian parameters by their expectations. 
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Flickr Data 

•  354,192 images posted by 4,807 users 
– For each image, we also collect its tags and all 

comments.  
– We get 557,177 comments posted by 6,735 users 

in total 
•  Infer emotion of users by considering both 

image and tag/comments 
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Emotion Inference 

SVM: regards the visual features of images as inputs and uses a SVM as a classifier.  
PFG: considers both color features and social correlations among images. 
LDA+SVM: first uses LDA to extract latent topics from comments, then uses visual 
features, topic distributions, and social ties as features to train a SVM. 

Averagely +37.4% in terms of F1 
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To What Extend Your Friends Can Disclose 
Your Emotions? 

-Comments stands for the proposed 
method ignoring comment information 
 
-Tie ignores social tie information 

Fear images have similar 
visual features with 
Sadness and Anger. 

Homophily suggests that 
friends with similar interests 

tend to have similar 
understanding of disgust 
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Image Interpretations 

•  Our model demonstrates how visual features distribute over different 
emotions. (e.g., images representing Happiness have high saturation) 

 

•  Positive emotions attract more response (+4.4 times) and more easily to 
influence others compared with negative emotions. 
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What will Happen after Spiderman Posts 
this Photo? 



108 

Users are connected … 

Emotion Contagion: The cascade of users’ 
emotional statuses influence each other 

Does Emotion contagion exist in 

image social networks? 
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Social Roles of Users  

Opinion leaders:  users taking central 
positions in communities 

League of 
heroes 

Bad boys 
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Social Roles of Users  

League of 
heroes 

Bad boys 

Structural hole spanners: users bridge 
otherwise disconnected communities 

Will social roles influence 

emotion contagions? 
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Three Qs to Answer 

•  Q1: Does emotion contagion exist in image 
social networks? 

•  Q2: Will social roles influence emotion 
contagion? 

•  Q3: How to better predict the emotional status 
of users in social networks by considering 
emotion contagion? 

Yang Yang, Jia Jia, Boya Wu, and Jie Tang. Social Role-Aware Emotion Contagion in Image Social Networks. AAAI, 
2016. 
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Q1: Existence 

Q1.1: When your friends are happy, will you be happy? 

Yang Yang, Jia Jia, Boya Wu, and Jie Tang. Social Role-Aware Emotion Contagion in Image Social Networks. AAAI, 
2016. 
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Q1: Existence 

Q1.2: When predicting a user’s emotional status, will 
her friends help? 

Influence 

Historical post logs 
+ 

Previous emotion 
+ 

Image features 

 
 
+ 

Friends’ emotions 

Predict 

Yvt
User v’s emotional 

status at time t 

happiness, surprise, 
anger, disgust, fear, 

sadness 
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Q1: Existence 

Q1.2: When predicting a user’s emotional status, will 
her friends help? 

Influence 

Historical post logs 
+ 

Previous emotion 
+ 

Image features 

 
 
+ 

Friends’ emotions 

Emotion contagion does 

occur in image social 

networks 
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Q2: Social Role 

•  Opinion leaders: 20% of users with largest 
PageRank scores; 

•  Structural hole spanners: 20% of users with lowest 
network constraint scores; 

•  Others are remaining as ordinary users. 

OL and SH are more influential than ordinary users in 
information diffusion [Yang’15].  Still holds in emotion 

contagion? 
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Q2: Social Role 

Happy 

Fear 

Happy Fear X: number of friends with 
different social roles. 
 
Y: probability being a 
certain emotion. 
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Q2: Social Role 

Happy 

Fear 

Happy Fear X: number of friends with 
different social roles. 
 
Y: probability being a 
certain emotion. 

positive emotion 
delights friends 
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Q2: Social Role 

Happy 

Fear 

Happy Fear X: number of friends with 
different social roles. 
 
Y: probability being a 
certain emotion. 
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Q2: Social Role 

Happy 

Fear 

Happy Fear X: number of friends with 
different social roles. 
 
Y: probability being a 
certain emotion. 

“Emotional comfort” 
phenomena  
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Q2: Social Role 

Happy 

Fear 

Happy Fear X: number of friends with 
different social roles. 
 
Y: probability being a 
certain emotion. 

Opinion leaders are 
more influential on 
positive emotions 

Ordinary users are 
more influential on 
negative emotions 
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Q2: Social Role 

Happy 

Fear 

Happy Fear X: number of friends with 
different social roles. 
 
Y: probability being a 
certain emotion. 

Influence of opinion 
leaders and structural 
holes change faster 
than ordinary users. 
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Q3: Model 

Image&layer

User&layer

Social&role&
layer

f0llow
f0llow

m₁₂
m₁₁

m₂₁
m₂₂

(a)&An&example&of&the&problem

m₃₁

v₁

v₂

v₃

r₁
r₂ r₃

opinion/leader structural/hole

time 1

x₁₁

y₁₁

y₂₁ y₁₂

x₂₁ x₁₂ x₂₂

y₃₁ y₂₂

y₃₂

x₃₁ x₃₂

time 2

(b)&Social&Role;Aware&Contagion&Model

P(Y|G): Conditional probability of users’ emotional 
status given input data 
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Image&layer

User&layer

Social&role&
layer

f0llow
f0llow

m₁₂
m₁₁

m₂₁
m₂₂

(a)&An&example&of&the&problem

m₃₁

v₁

v₂

v₃

r₁
r₂ r₃

opinion/leader structural/hole

time 1

x₁₁

y₁₁

y₂₁ y₁₂

x₂₁ x₁₂ x₂₂

y₃₁ y₂₂

y₃₂

x₃₁ x₃₂

g₁₁

g₂₁
g₃₁

g₁₂ g₂₂
g₃₂

time 2

(b)&Social&Role;Aware&Contagion&Model

Q3: Model 

g(xvt, yvt): Correlation between v’s emotion and the image she posts at t. 

P(Y|G)=πg(.) … 
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Image&layer

User&layer

Social&role&
layer

f0llow
f0llow

m₁₂
m₁₁

m₂₁
m₂₂

(a)&An&example&of&the&problem

m₃₁

v₁

v₂

v₃

r₁
r₂ r₃

opinion/leader structural/hole

time 1

x₁₁

y₁₁

y₂₁ y₁₂

x₂₁ x₁₂ x₂₂

y₃₁ y₂₂

y₃₂

x₃₁ x₃₂

g₁₁

g₂₁

l₁₂
l₂₃

g₃

l₁₂
l₂₃

g₁

g₃₁

g₁₂ g₂₂
g₃₂

time 2

(b)&Social&Role;Aware&Contagion&Model

Q3: Model 

h(yut-t’, yvt): Correlation between v’s emotion at time t and t-t’. 

P(Y|G)=π{g(.)h(.)} … 
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Image&layer

User&layer

Social&role&
layer

f0llow
f0llow

m₁₂
m₁₁

m₂₁
m₂₂

(a)&An&example&of&the&problem

m₃₁

v₁

v₂

v₃

r₁
r₂ r₃

opinion/leader structural/hole

time 1

x₁₁

y₁₁

y₂₁ y₁₂

x₂₁ x₁₂ x₂₂

y₃₁ y₂₂

y₃₂

x₃₁ x₃₂

g₁₁

g₂₁

l₁₂
l₂₃

g₃

l₁₂
l₂₃

g₁

g₃₁

g₁₂ g₂₂
g₃₂

time 2

(b)&Social&Role;Aware&Contagion&Model

Q3: Model 

l(yut-1, yvt): How v’s emotion at t is influenced by her friend u’s emotion at t-1. 

P(Y|G)=π{g(.)h(.)l(.)} 

Social role sensitive parameter 
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Experimental Results 

  Flickr dataset: 
     2,060,353 images, 1,255,478 users  

 ground truth obtained by user tags 
 
   Distribution of users’ emotional statuses on Flickr: 
   happiness: 46.2%  

  surprise: 9.7% 
  anger: 8.0% 
  disgust: 5.3% 
  fear:17.3% 
  sadness: 13.5% 
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Experimental Results 

Baselines 
 
 
Methods do not consider emotion contagion:  
    SVM, Logistic Regression (LR),  
    Naïve Bayes (NB), Bayesian Network (BN),   
    Gaussian Radial Basis Function Neural Network (RBF). 
 
Methods ignore social role information: CRF 
 
Our model: Role-aware 
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Experimental Results 

Evaluation Metrics: 
 

Precision 
Recall 
F1 Measure 
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Experimental Results 
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(a) Ground truth (b) Random users 

(c) Opinion leaders (d) Structural hole spanners 
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Summary 
•  Learning social influence from multiple aspects 

–  Topic-based social influence learning 
–  Social role-aware influence learning 

•  Application: How user emotions diffuse in social 
networks 

•  Current work 
–  Social influence based representation learning for dynamic 

networks 
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